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Scope of Analysis 
The objective of this project is to improve the Public site performance through iterative performance testing. This process may yield hints as to whether the existing Public site can scale to meet a peak load hour but there is no guarantee. It may also yield hints as to what alternative architectures may meet the peak load hour requirement. The performance analysis process will be divided into three phases. 

Phase 1 will establish a load test environment capable of generating a load significant enough to identify performance bottle necks. However, it will not be capable of simulating peak production loads. 
Phase two will require multiple iterations where performance bottle necks should be identified, prioritized, potentially resolved and retested. The load test environment is not guaranteed to simulate peak production load or even a fraction thereof. However, a baseline set of metrics will be collected for relative comparison.
Phase 3, proof of concept phase, is subject to results from Phase 2. This Phase will only be executed when:

· A significant change to the current architecture has been identified that potentially may have a large positive impact to performance and a proof of concept is warranted. 

· An alternative architecture has been identified that has great potential in meeting the peak load hour and a proof of concept is required to validate that assumption. 

· The proof of concept does not require a load test that is near the peak load hour. 

Phase 1

Setup NITC benchmark test environment

This environment is setup to mimic the production system it consists of the following:

· Network access tier: F5 load balancer

· Web Tier:  Three Linux VMs running Apache/PHP, 4 CPUs and 8 GB of memory.

· Database Tier:  Two Linux VMs running MySQL community edition 5.5, 2 CPUs and 10 GB of memory.

Establish and validate RPT load test hardware and software 

Establish and validate RPT load test hardware and software configuration sufficient to generate a load that will help identify bottle necks. This will be set up in the IBM development environment with Internet access to the System Under Test at http:incitest.nwcg.gov.
· RPT Workbench VM with a Load Generation Agent

· Two VMs each with a Load Generation Agent

· Current load capacity achieved informally:
· Page views/hour:176000
· Visits/hour: 16000

· Pages/visit: 10

· Average response time: 1.5 seconds

· Note: The visits are virtual users and do not simulate unique users.  Much of the client side is cached and there for the load generated does not correctly characterize an actual production load. Also, the typical delay introduced by a user by reading through the pages (think time) was not captured here.  Thus, more VMs will be required to simulate more concurrent users to create a formal load that accurately simulates the peak load. 
Research Google Analytics: 

· 6/27/12  Peak day in 2012 – before the move to new hardware, image PCR and  NAS deployment

· Page views/hour: 114427

· Visits/hour: 26576

· Pages/visit: 3.92

· Average response time: 16.79 seconds

· 8/23/13 Peak day in 2013 – after the move to new hardware, image PCR, NAS deployment and introduction of Admin site.

· Page views/hour: 64253

· Visits/hour: 14445

· Pages/visit: 4.6

· Average response time: 3.67 seconds
Define benchmark metrics 
Browser Test
Objective: with no load on the system perform a single page load test and collect the following at each tier:

Client Tier
· Page URL

· Page Load response time (end to end time)

· Page Element response times (end to end time)

· Number of page elements/page
Web Server Tier – Apache Web Server
· Page Element Web Server/Network (end-to-end)  response time: request start to response complete

· Access_log
· Mod slow log extension: identifies transactions that take more than N seconds
· %D log entry: provides the transaction time including the time to respond to the client

· Page Element Web Server response time: request start to response start 

· Access_log
· Mod slow log extension: identifies transactions that take more than N seconds
· Mod log firstbyte: provides transaction duration from the time the request is received to the time the response is sent.
· Mod_slow.log
· Logs the transactions that take more than N seconds
Database Tier

· Query response time: obtained via MySQL slow query log with low threshold (1 sec)

Storage Tier

· Read response time: derived from Apache Mod_log_firstbyte log attribute
· NAS - TBD

· SAN – TBD

Network Tier – Access Network

Objective:

· Network response time: derived from the difference between the time logged by Mod_log_firstbyte and the end-to-end transaction time logged by the %D log attribute.
Load Tests

Client Tier - RPT Client

Objective: simulate multi-user load over a one hour period.

· Page view/hours

· Visits/hour

· Page elements/hour

· Average page response time

· Average page element response time

· Page failure rate

· Page element failure rate

· Cache hits (page elements)/hour

Web Tier - Linux

Objective: monitor Linux OS utilization during multi-user load test.  Not significant for single page test. These metrics apply to both the Web Server running Apache Web Server and the Database server running MySQL. 
· SAR metrics

· Top metrics

· Vmstat metrics
Web Tier - Apache
Objective: monitor Apache response time for single user Browser test and multi-user load test.
· Access_log
· Mod log firstbyte: provides transaction duration from the time the request is received to the time the response is sent.
· Mod slow log extension: identifies transactions that take more than N seconds
· %D log entry: provides the transaction time including the time to respond to the client.
· Mod_slow.log
· Logs the transactions that take more than N seconds
· Error_log
· Log entries are created when server resources are getting stretched
· Apache Log Viewer: OSS software that can be used to analyze the apache log. 
· Metrics: TBD
Database Tier - MySQL
Objective:  
· Monitor slow queries to identify and improve the performance of slow queries. 

· Monitor maximum connections used, threads created, aborted connections, and threads cached to characterize and tune the number of connections and threads required t support various loads. 
· Monitor memory and temporary file usage to establish a configuration that requires very little disk IO. 

· slow_query_log: identifies queries that take longer than N seconds

· Slow_launch_threads                  

· Threads_cached                           

· Threads_connected                       

· Threads_created                          

· Threads_running
· Aborted_connects     

· Connections     

· Max_used_connections 
· Etc.                         
Storage Tier

· Read response time: derived from Apache Mod_log_firstbyte log attribute

· NAS - TBD

· SAN - TBD
Network Tier – Access Network
Objective:

· Network response time: derived from the difference between the time logged by Mod_log_firstbyte and the end-to-end transaction time logged by the %D log attribute.
Define and install performance analysis tools to capture metrics 

· Mod_log_firstbyte

· Mod_slow_log

· Percona tookit

· MySQL 5.6 performance schema
Establish performance targets

This must be determined by the product owner ( Customer).
The following table provides insight into the performance of the InciWeb Public servers that occurred on the peak day of the 2013 fire season. 

Table 1 Page response times from 08/23/2013

	Page
	Pageviews
	Avg. Page Load Time (sec)
	Page Load Sample
	Avg. Redirection Time (sec)
	% of total

	/incident/3660/
	156895
	6.39
	744
	0.04
	0.189066339

	/
	81205
	2.52
	447
	0.17
	0.097856095

	/state/5/
	34855
	3.36
	197
	0.62
	0.042002022

	/10/
	29650
	1.35
	172
	0.00
	0.035729736

	/20/
	17534
	1.35
	113
	0.00
	0.021129349

	/state/13/
	17313
	1.73
	98
	0.38
	0.020863033

	/state/27/
	16988
	2.45
	111
	0.21
	0.020471392

	/incident/maps/3660/
	16882
	2.32
	93
	0.00
	0.020343656

	/incident/3624/
	16323
	7.13
	95
	0.06
	0.019670033

	/incident/3635/
	15071
	6.53
	73
	0.02
	0.01816131

	/incident/article/3660/20750/
	15043
	3.75
	91
	0.00
	0.018127569

	/incident/3683/
	13297
	6.14
	76
	0.04
	0.016023551

	/30/
	9682
	1.12
	64
	0.00
	0.011667295

	/incident/3662/
	9227
	5.62
	63
	0.01
	0.011118997

	/incident/article/3660/20693/
	9156
	1.67
	41
	0.00
	0.011033439

	/incident/article/3660/20722/
	9033
	2.41
	64
	0.01
	0.010885218

	/incident/photographs/3660/
	8414
	2.32
	49
	0.04
	0.010139292

	/state/5/10/
	7295
	1.63
	45
	0.00
	0.008790841

	/state/38/
	6587
	2.76
	56
	0.60
	0.007937665


Continued

Table 2 Page response times continued - 8/23/2013

	Page
	Pageviews
	Avg. Domain Lookup Time (sec)
	Avg. Server Connection Time (sec)
	Avg. Server Response Time (sec)
	Avg. Page Download Time (sec)
	% of total

	/incident/3660/
	156895
	0.01
	0.05
	3.41
	0.77
	0.189066339

	/
	81205
	0.02
	0.05
	0.33
	0.52
	0.097856095

	/state/5/
	34855
	0.07
	0.11
	0.54
	0.69
	0.042002022

	/10/
	29650
	0.00
	0.03
	0.33
	0.39
	0.035729736

	/20/
	17534
	0.00
	0.07
	0.36
	0.37
	0.021129349

	/state/13/
	17313
	0.04
	0.03
	0.26
	0.39
	0.020863033

	/state/27/
	16988
	0.01
	0.05
	0.41
	0.53
	0.020471392

	/incident/maps/3660/
	16882
	0.01
	0.05
	0.34
	0.39
	0.020343656

	/incident/3624/
	16323
	0.00
	0.11
	3.62
	0.66
	0.019670033

	/incident/3635/
	15071
	0.03
	0.04
	3.37
	0.96
	0.01816131

	/incident/article/3660/20750/
	15043
	0.03
	0.05
	0.44
	0.67
	0.018127569

	/incident/3683/
	13297
	0.02
	0.08
	3.10
	1.10
	0.016023551

	/30/
	9682
	0.00
	0.04
	0.36
	0.36
	0.011667295

	/incident/3662/
	9227
	0.00
	0.04
	3.12
	0.80
	0.011118997

	/incident/article/3660/20693/
	9156
	0.00
	0.02
	0.33
	0.25
	0.011033439

	/incident/article/3660/20722/
	9033
	0.02
	0.04
	0.48
	0.33
	0.010885218

	/incident/photographs/3660/
	8414
	0.00
	0.02
	0.44
	0.40
	0.010139292

	/state/5/10/
	7295
	0.00
	0.13
	0.22
	0.37
	0.008790841

	/state/38/
	6587
	0.03
	0.05
	0.34
	0.93
	0.007937665


2012 Fire Season
Table 3 Page response times - 06/27/12

	Page
	Pageviews
	Avg. Page Load Time (sec)
	Page Load Sample
	Avg. Redirection Time (sec)
	% of total

	
	1498083
	16.79
	7750
	0.43
	

	/incident/2929/
	351639
	30.57
	1828
	0.51
	0.23472598

	/
	264291
	15.05
	1280
	0.42
	0.176419464

	/state/6/
	123620
	11.18
	738
	0.89
	0.082518792

	/incident/2904/
	84482
	22.91
	436
	0.52
	0.056393404

	/10/
	55702
	4.31
	279
	0.00
	0.037182185

	/incident/maps/2929/
	31166
	11.52
	142
	0.02
	0.020803921

	/state/27/
	27287
	9.64
	181
	0.50
	0.018214612

	/20/
	22593
	2.86
	137
	0.00
	0.015081274

	/incident/2937/
	18271
	9.04
	92
	0.02
	0.012196253

	/0/
	16431
	4.20
	89
	0.00
	0.010968017

	/incident/2934/
	16369
	17.97
	90
	0.05
	0.010926631

	/incident/2878/
	16299
	21.63
	94
	0.00
	0.010879905

	/30/
	14191
	2.94
	78
	0.00
	0.009472773

	/incident/announcements/2929/
	13681
	13.12
	69
	0.00
	0.009132338

	/incident/2948/
	13400
	17.25
	59
	0.00
	0.008944765

	/incident/map/2929/1/
	13088
	12.07
	65
	0.01
	0.008736499

	/incident/photographs/2929/
	11830
	6.46
	56
	0.01
	0.007896759

	/incident/map/2929/0/
	11493
	16.00
	57
	0.01
	0.007671805

	/40/
	10145
	2.15
	52
	0.01
	0.006771988

	/incident/article/2929/14523/
	9422
	1.58
	51
	0.00
	0.006289371

	/state/maps/6/
	8697
	34.84
	26
	0.00
	0.005805419

	/state/52/
	8540
	8.17
	48
	0.86
	0.005700619

	/incident/news/2929/
	8142
	4.47
	49
	0.00
	0.005434946

	/incident/map/2929/2/
	7701
	8.87
	32
	0.01
	0.00514057

	/unit/2060/
	7014
	17.07
	46
	0.00
	0.004681984

	/incident/2943/
	6626
	14.96
	41
	0.09
	0.004422986


Continued

Table 4 Page response times continued - 06/27/12

	Page
	Pageviews
	Avg. Domain Lookup Time (sec)
	Avg. Server Connection Time (sec)
	Avg. Server Response Time (sec)
	Avg. Page Download Time (sec)
	% of total

	
	1498083
	0.02
	0.35
	2.45
	0.50
	

	/incident/2929/
	351639
	0.02
	0.39
	3.44
	0.77
	0.23472598

	/
	264291
	0.05
	0.46
	2.31
	0.34
	0.176419464

	/state/6/
	123620
	0.01
	0.30
	2.37
	0.46
	0.082518792

	/incident/2904/
	84482
	0.03
	0.41
	4.03
	0.69
	0.056393404

	/10/
	55702
	0.01
	0.27
	1.50
	0.44
	0.037182185

	/incident/maps/2929/
	31166
	0.00
	0.36
	1.33
	0.18
	0.020803921

	/state/27/
	27287
	0.07
	0.37
	1.92
	0.39
	0.018214612

	/20/
	22593
	0.00
	0.21
	1.39
	0.37
	0.015081274

	/incident/2937/
	18271
	0.01
	0.47
	2.59
	0.48
	0.012196253

	/0/
	16431
	0.00
	0.11
	1.27
	0.39
	0.010968017

	/incident/2934/
	16369
	0.05
	0.39
	3.26
	0.35
	0.010926631

	/incident/2878/
	16299
	0.02
	0.42
	3.06
	1.15
	0.010879905

	/30/
	14191
	0.00
	0.07
	0.79
	0.30
	0.009472773

	/incident/announcements/2929/
	13681
	0.00
	0.68
	1.19
	0.15
	0.009132338

	/incident/2948/
	13400
	0.00
	0.31
	3.39
	0.68
	0.008944765

	/incident/map/2929/1/
	13088
	0.00
	0.07
	0.78
	0.19
	0.008736499

	/incident/photographs/2929/
	11830
	0.01
	0.49
	0.95
	0.17
	0.007896759

	/incident/map/2929/0/
	11493
	0.00
	0.23
	2.11
	0.20
	0.007671805

	/40/
	10145
	0.00
	0.26
	0.97
	0.33
	0.006771988

	/incident/article/2929/14523/
	9422
	0.00
	0.10
	0.34
	0.18
	0.006289371

	/state/maps/6/
	8697
	0.05
	0.05
	1.21
	0.24
	0.005805419

	/state/52/
	8540
	0.00
	0.15
	0.88
	0.28
	0.005700619

	/incident/news/2929/
	8142
	0.00
	0.33
	1.73
	0.27
	0.005434946

	/incident/map/2929/2/
	7701
	0.00
	0.18
	1.64
	0.11
	0.00514057

	/unit/2060/
	7014
	0.00
	0.24
	2.63
	0.14
	0.004681984

	/incident/2943/
	6626
	0.00
	0.54
	2.35
	0.52
	0.004422986


Define test use cases: 
The test cases used for the performance run will be derived from the following tables which identify the top URLs and the top Landing URLs for the peak day in the 2012 fire season and 2013 fire season. The peak days are also historical peaks. 

On both peak days the majority of the Landing URLs was the major incident that was occurring at the time and the root URL. This was derived from Google Analytics: Behavior Flow.
	Date
	Landing page
	One day total
	Percent
	Continue
	Drop
	Percent of total continue
	Percent of Total Drop off

	June 27, 2012
	all pages
	382058
	100.00%
	
	
	
	

	
	/
	128000
	33.50%
	78.30%
	21.70%
	26.23%
	7.27%

	Waldo Canyon
	/incident/2929
	115000
	30.10%
	23.80%
	76.20%
	7.16%
	22.94%

	High Park Fire
	/incident/2904
	30200
	7.90%
	36.00%
	64.00%
	2.85%
	5.06%

	Colorado
	/state/6
	23600
	6.18%
	75.10%
	24.90%
	4.64%
	1.54%

	Montana
	/state/27
	8590
	2.25%
	38.30%
	61.70%
	0.86%
	1.39%

	
	other
	76600
	20.05%
	57.70%
	42.30%
	11.57%
	8.48%

	
	
	
	
	
	
	
	

	total
	
	
	99.98%
	
	
	53.31%
	46.67%

	
	
	
	
	
	
	
	

	August 23, 2013
	all pages
	180235
	100.00%
	
	
	
	

	Rim Fire
	/incident/3660
	54100
	30.02%
	32.50%
	67.50%
	9.76%
	20.26%

	
	/
	41800
	23.19%
	86.20%
	13.80%
	19.99%
	3.20%

	California
	/state/5
	7960
	4.42%
	87.20%
	12.80%
	3.85%
	0.57%

	American Fire
	/incident/3624
	6120
	3.40%
	39.30%
	67.70%
	1.33%
	2.30%

	Montana
	/state/27
	5490
	3.05%
	
	
	0.00%
	0.00%

	
	other
	64800
	35.95%
	59.70%
	40.30%
	21.46%
	14.49%

	
	
	
	
	
	
	
	

	total
	
	
	100.02%
	
	
	56.40%
	40.81%


General Tests derived from the above statistics:
· 30% of total
· /

· First interaction

· 5% of  30%  select the high profile incident: /incident/{four mile fire}

· 15% of 30% drop off

· 80% of  30% split between next page, state, articles, photos, and maps of none exceed 5% of the 30 %
· 30% of total
· /incident/{four mile fire}

· First Interaction

· 70% of 30% drop off

· 30% of 30% split between articles, photos, and maps of which none exceed 5% of the 30%
· 5% of total
· /state/{colorado}
· First Interaction

· 70% of 5% drop off

· 30% of 5% split between articles, photos, and maps of which none exceed 5% of the 5%

· 3% of total

· /state/{california}

· First Interaction
· 62% of 3% drop off

· 38% of 3% continue

· 40% of total
· Miscellaneous landing pages

· First Interaction

· 40% of 40% drop off

· 60% of 40% continue other pages: maps and articles are the top pages
Table 5 Top 20 InciWeb URLs - 08/23/13

	Page
	Pageviews
	% of total

	/incident/3660/
	156895
	0.189066

	/
	81205
	0.097856

	/state/5/
	34855
	0.042002

	/10/
	29650
	0.03573

	/20/
	17534
	0.021129

	/state/13/
	17313
	0.020863

	/state/27/
	16988
	0.020471

	/incident/maps/3660/
	16882
	0.020344

	/incident/3624/
	16323
	0.01967

	/incident/3635/
	15071
	0.018161

	/incident/article/3660/20750/
	15043
	0.018128

	/incident/3683/
	13297
	0.016024

	/30/
	9682
	0.011667

	/incident/3662/
	9227
	0.011119

	/incident/article/3660/20693/
	9156
	0.011033

	/incident/article/3660/20722/
	9033
	0.010885

	/incident/photographs/3660/
	8414
	0.010139

	/state/5/10/
	7295
	0.008791

	/state/38/
	6587
	0.007938

	/0/
	6401
	0.007713


Landing page/Visit
Table 6 Top 25 Landing pages - 08/23/13

	Landing Page
	Visits
	% New Visits
	New Visits
	Bounce Rate
	Pages / Visit
	Avg. Visit Duration
	% of total

	/incident/3660/
	54064
	99.03%
	53537
	54.54%
	2.94
	3771.60
	0.299963936

	/
	41980
	97.92%
	41105
	11.46%
	7.61
	2817.04
	0.232918135

	/state/5/
	8009
	95.36%
	7637
	11.05%
	5.52
	3484.52
	0.04443643

	/incident/3624/
	6132
	99.51%
	6102
	53.90%
	2.50
	2913.51
	0.034022249

	/state/27/
	5637
	96.81%
	5457
	14.62%
	5.73
	2449.70
	0.031275834

	/state/13/
	4048
	95.70%
	3874
	13.56%
	6.18
	2363.51
	0.022459567

	/incident/3635/
	3796
	98.05%
	3722
	51.48%
	2.89
	2736.44
	0.021061392

	/incident/maps/3660/
	3653
	92.69%
	3386
	43.80%
	3.59
	3717.54
	0.020267983

	/incident/3660
	2864
	99.23%
	2842
	53.14%
	2.94
	4081.78
	0.015890365

	/incident/3624
	2827
	99.82%
	2822
	56.31%
	2.31
	1643.22
	0.015685078

	/incident/article/3660/20693/
	2722
	90.67%
	2468
	30.64%
	3.87
	3560.62
	0.015102505

	/incident/3552/
	2470
	99.76%
	2464
	45.83%
	2.97
	1185.69
	0.01370433

	/incident/article/3660/20750/
	2176
	99.86%
	2173
	59.05%
	2.19
	979.63
	0.012073127

	/incident/3662/
	1915
	99.06%
	1897
	44.13%
	3.41
	4524.76
	0.010625017

	/state/38/
	1575
	94.86%
	1494
	15.17%
	5.69
	2643.21
	0.008738591

	/incident/3683/
	1558
	98.40%
	1533
	47.05%
	3.74
	4744.95
	0.00864427

	/incident/3690/
	1180
	99.83%
	1178
	58.14%
	2.34
	2092.88
	0.006547008

	/state/49
	1136
	96.83%
	1100
	17.34%
	5.32
	2597.81
	0.006302882

	/incident/3634/
	990
	99.29%
	983
	58.38%
	2.73
	2038.78
	0.005492829

	/10/
	969
	96.39%
	934
	16.62%
	7.33
	2587.05
	0.005376314

	/state/49/
	955
	96.96%
	926
	18.32%
	5.51
	2516.78
	0.005298638

	/incident/3692/
	918
	99.24%
	911
	64.81%
	2.50
	2879.73
	0.00509335

	/incident/article/3660/20701/
	878
	93.39%
	820
	26.88%
	4.93
	7903.23
	0.004871418

	/incident/3670/
	868
	99.42%
	863
	51.38%
	2.98
	1907.15
	0.004815935

	/state/27
	826
	94.31%
	779
	12.11%
	6.29
	1972.65
	0.004582906


2012 Fire Season

Top URLs

	Page
	Pageviews
	% of total

	
	1498083
	

	/incident/2929/
	351639
	0.234726

	/
	264291
	0.176419

	/state/6/
	123620
	0.082519

	/incident/2904/
	84482
	0.056393

	/10/
	55702
	0.037182

	/incident/maps/2929/
	31166
	0.020804

	/state/27/
	27287
	0.018215

	/20/
	22593
	0.015081

	/incident/2937/
	18271
	0.012196

	/0/
	16431
	0.010968

	/incident/2934/
	16369
	0.010927

	/incident/2878/
	16299
	0.01088

	/30/
	14191
	0.009473

	/incident/announcements/2929/
	13681
	0.009132

	/incident/2948/
	13400
	0.008945

	/incident/map/2929/1/
	13088
	0.008736

	/incident/photographs/2929/
	11830
	0.007897

	/incident/map/2929/0/
	11493
	0.007672

	/40/
	10145
	0.006772

	/incident/article/2929/14523/
	9422
	0.006289

	/state/maps/6/
	8697
	0.005805

	/state/52/
	8540
	0.005701

	/incident/news/2929/
	8142
	0.005435

	/incident/map/2929/2/
	7701
	0.005141

	/unit/2060/
	7014
	0.004682


Top Landings

Table 7 Top Landing pages - 06/27/12

	Landing Page
	Visits
	% New Visits
	New Visits
	Bounce Rate
	Pages / Visit
	Avg. Visit Duration
	%o of total

	
	382058
	96.86%
	370047
	39.23%
	3.92
	3127.22
	1

	/
	128387
	97.54%
	125223
	17.99%
	5.35
	3189.60
	0.336040601

	/incident/2929/
	115002
	97.75%
	112418
	61.30%
	2.51
	3402.69
	0.301006653

	/incident/2904/
	30116
	97.04%
	29224
	54.78%
	2.99
	3376.35
	0.078825728

	/state/6/
	23724
	91.89%
	21800
	21.46%
	4.47
	4185.99
	0.062095284

	/state/27/
	8442
	95.07%
	8026
	19.81%
	5.46
	2413.01
	0.022096122

	/incident/maps/2929/
	6677
	95.39%
	6369
	21.34%
	4.46
	1582.75
	0.017476404

	/incident/2934/
	4808
	98.23%
	4723
	51.58%
	3.12
	2510.71
	0.012584477

	/state/maps/6/
	4527
	93.70%
	4242
	38.72%
	3.74
	1176.11
	0.011848986

	/incident/2929
	2900
	99.24%
	2878
	55.48%
	2.85
	3985.76
	0.007590471

	/incident/article/14523
	2773
	99.89%
	2770
	69.06%
	2.08
	594.21
	0.00725806

	/incident/maps/2904/"
	2643
	99.92%
	2641
	56.41%
	2.43
	1326.81
	0.006917798

	/state/52/
	2416
	91.18%
	2203
	34.11%
	4.18
	1939.53
	0.006323647

	/incident/2937/
	2297
	97.13%
	2231
	54.20%
	3.25
	3466.99
	0.006012176

	/incident/maps/2904/
	2217
	95.94%
	2127
	20.39%
	4.22
	1135.95
	0.005802784

	/incident/2878/
	2195
	96.40%
	2116
	41.00%
	3.56
	2923.90
	0.005745201

	/incident/2942/
	2195
	98.82%
	2169
	59.36%
	2.67
	1942.18
	0.005745201

	/incident/2941/
	2156
	97.96%
	2112
	62.99%
	2.41
	2418.46
	0.005643122

	/incident/2904
	1702
	99.12%
	1687
	51.82%
	3.06
	3940.72
	0.004454821

	/10/
	1632
	92.22%
	1505
	26.47%
	5.47
	3368.28
	0.004271603

	/0/
	1410
	97.66%
	1377
	22.06%
	6.22
	4142.87
	0.003690539

	/incident/2903/
	1309
	97.40%
	1275
	58.59%
	2.71
	1338.47
	0.003426181

	/state/3/
	1170
	95.81%
	1121
	19.83%
	5.60
	2001.92
	0.003062362

	/incident/2863/
	1168
	98.89%
	1155
	56.85%
	2.96
	1145.18
	0.003057127

	/incident/2916/
	1127
	97.96%
	1104
	33.63%
	4.09
	3303.25
	0.002949814

	/state/32/
	1056
	94.03%
	993
	30.87%
	4.78
	2105.79
	0.002763978


Record test use cases. 

Define the workload distribution

A workload distribution is a percentage mix of all use cases. The distribution has been derived from Google Analytics.  Specifically, the top landing pages following by the first, second, and third interactions the user has with the site.  The initial distribution is defined in the test cases defined above. This has been derived from the Google Analytics: Behavior Flow.
Define the workload rates 

The peak work load rates have been derived from the peak days in 2012 and 2013 using Google Analytics.  These rates are defined below: 
· 6/27/12  Peak day in 2012 – before the move to new hardware, image PCR and  NAS deployment

· Page views/hour: 114427

· Visits/hour: 26576

· Pages/visit: 3.92

· Average response time: 16.79 seconds

· Average time on page: 17 min 51 sec

· 8/23/13 Peak day in 2013 – after the move to new hardware, image PCR, NAS deployment and introduction of Admin site.

· Page views/hour: 64253

· Visits/hour: 14445

· Pages/visit: 4.6

· Average response time: 3.67 seconds

· Average time on page: 14 min 28 sec

These are targets which this contract is not contractually obligated to achieve due to the licensing and CPU requirements. The test plan will include the following:
· VM 1 load generator:  

· 2000 User visits per hour

· 12000 page views

· Average time on page: typical time to read through the information

· Pages/visit: vary based on the test case.  This will range from 1 to 10 pages

· VM 2/3 load generator

· Run the same schedule as VM1 concurrently

· This could yield 36000 page views per hour. This is about 50% of the peak on  8/23/2013.
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Figure 1 6/27/12 - 2nd Interaction breakdown
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Figure 2 6/27/12 3rd Interaction break down

Recommendations

https://developers.google.com/speed/docs/insights/Server
Reduce server response time

· In our test, your server responded in 2.9 seconds. There are many factors that can slow down your server response time. Please read our recommendations to learn how you can monitor and measure where your server is spending the most time.

Eliminate render-blocking JavaScript and CSS in above-the-fold content

Your page has 8 blocking script resources and 2 blocking CSS resources. This causes a delay in rendering your page.

· None of the above-the-fold content on your page could be rendered without waiting for the following resources to load. Try to defer or asynchronously load blocking resources, or inline the critical portions of those resources directly in the HTML.

· Remove render-blocking JavaScript:

· http://inciweb.org/js/global.js

· http://inciweb.org/js/external.js

· http://inciweb.org/js/lib/jquery.js

· http://inciweb.org/js/show_hide/show_hide.js

· http://inciweb.org/js/thickbox/thickbox-compressed.js

· http://maps.google.com/maps?file=api&v=2.x&key=ABQIAAAAHNJqRrgs-icdcLBgVfY0ixQ_CsNlE59mCICKEVFfyOQi7Ir1RhTJz1N6ossnlay7F0xhWtxLtfjGuw

· http://maps.gstatic.com/intl/en_us/mapfiles/450c/maps2.api/main.js

· Use asynchronous versions of the following scripts:

· http://www.google-analytics.com/ga.js

· Optimize CSS Delivery of the following:

· http://inciweb.org/style/style.php

· http://inciweb.org/style/thickbox.css

Leverage browser caching

Setting an expiry date or a maximum age in the HTTP headers for static resources instructs the browser to load previously downloaded resources from local disk rather than over the network.

Enable compression

Compressing resources with gzip or deflate can reduce the number of bytes sent over the network.

Prioritize visible content

Your page requires additional network round trips to render the above-the-fold content. For best performance, reduce the amount of HTML needed to render above-the-fold content.

Optimize images

Properly formatting and compressing images can save many bytes of data.

Minify HTML

Compacting HTML code, including any inline JavaScript and CSS contained in it, can save many bytes of data and speed up download and parse times.

Minify JavaScript

Compacting JavaScript code can save many bytes of data and speed up downloading, parsing, and execution time.

Minify CSS

Compacting CSS code can save many bytes of data and speed up download and parse times.

1 Passed Rule
*The results are cached for 30s. If you have made changes to your page, please wait for 30s before re-running the test.

